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UVvoD

Vazeni Citatelia, od vydania poslednej spravy ubehli vySe dva mesiace. Za ten Cas sa v oblasti
kybernetickej bezpecnosti stihlo udiat mnoho. Na tychto stranach sa vsak dodcitate nielen o
aktualnom diani, ale aj ¢o to o klucovych regulaciach vratane pripravovanych, arovnako tak si
rozoberieme vybrané rozhodnutia sudov. Taktiez budete mat moznost dozvediet sa nieco
o aktualnych kurzoch a vyskume, ktoré formuju rychlo sa meniacu oblast kyberneticke;
bezpecnosti vratane ochrany sukromia a kybernetickej kriminality.

CO JENOVEV OBLASTI KYBERNETICKEJ BEZPECNOSTI?

Kybernetické utoky

Portal ANY.RUN sa v ramci oktobra 2025 venoval klu¢ovym kybernetickym Utokom. Identifikoval
ich viacero, pricom sa podla neho Utoky Coraz viac integruju do legitimnych cloud sluzieb a
vyuzivaju ich doveru (Google, ClickUp, Figma). Ako klu¢ pre ich odhalenie oznacuje namiesto
statickych 10C skor interaktivnu analyzu (sandboxing) a behavioralnu detekciu. NizSie uvadzame
identifikované klucové Utoky:

e Phishing kampane s vyuzitim déveryhodnych cloud sluzieb
Utocnici stale sofistikovanejSie zneuzivaju legitimne platformy (napr. Google Careers,
ClickUp) na maskovanie phishingovych tokov. Kampane kombinuju viacero presmerovani
cez doveryhodné sluzby a Cloudflare Turnstile CAPTCHA, aby presli tradicnymi
bezpecnostnymi filtrami a ukradli firemné prihlasovacie Udaje.

e ZneuZitie Figma na phishing
Phishingové Utoky teraz Casto hostuju phishing stranky priamo na figma.com, kde sa obet
presmeruje z e-mailu do ,dizajnu", ktory nasledne vyzve k zadaniu prihlasovacich udajov,
typicky najma do Microsoft UCtu. Tieto kampane obchadzaju URL reputacné filtre, lebo
pouzivaju doveryhodnu doménu.

e LockBit 5.0 — novd generdcia ransomware
Rodina LockBit sa vyvinula do verzie 5.0, ktora uz cieli nielen na Windows, ale aj na Linux a
VMware ESXi, teda priamo na virtualizované servery a kriticky infrastrukturu. Tento
ransomvér obsahuje silnejSiu obfuskaciu a anti-analytické techniky, co stazuje detekciu a
reakciu.

e ClickUp ako phishing redirect hostitel
Uto¢nici zneuzivaju ClickUp dokumenty a stranky ako prvy krok redirect retazca — potom
presmeruju obete cez doveryhodné sluzby (napr. Microsoft microdomény, Azure Blob
Storage) na phishing login stranky. Takyto retazec vyzera legitimne pre pouzivatelov aj
bezpecnostné nastroje.

e TyKit—novy phishing kit
Objavil sa novy phishing kit TyKit, ktory skryva skodlivy JavaScript v SVG obrazkoch a
pouziva niekolko krokov (obfuskacia, CAPTCHA) na ziskanie Udajov Microsoft 365 Uctov.



Tento kit napadal firmy napriec regionmi a odvetviami a je tazsi na detekciu statickymi
pravidlami.

Za pozornost tiez stoja Utoky, ktoré si vsimol dennik Guardian. Viaceré miestne organy v Londyne
(Royal Borough of Kensington and Chelsea, Westminster City Council a London Borough of
Hammersmith and Fulham), zasiahla vina vaznych kybernetickych Utokov. Tie narusili interné IT
systémy vratane telefonnych liniek a online sluzieb. Mestd okamzite aktivovali plany nudzove;
reakcie a business continuity, obmedzili prevadzku viacerych systémov a zacali spolupracovat s
narodnymi bezpecnostnymi organmi, vratane National Crime Agency (NCA) a National Cyber
Security Centre (NCSC), na vySetrovani a obnove sluZieb. Urady zéroven vysetruju, ¢&i pri incidente
doslo k neopravnenému pristupu alebo Uniku Udajov, a poskytuju obyvatelom informacie o
moznych dopadoch na ich data. Incident ovplyvnil sluzby, ktoré denne vyuziva viac nez pol miliéna
obyvatelov Londyna. Presné detaily o technike Utoku ¢i motive Utocnikov vSak nebol zverejneny.

Ochrana sukromia

Eurdpske centrum pre digitalne prava NOYB oznamilo, Ze podalo trestné oznamenie voci americkej
firme Clearview Al a jej vedeniu, obvinujuc ju z nelegalneho zhromazdovania fotografii a videi
obyvatelov Eurdpskej Unie na vytvorenie databazy pre technoldgiu rozpoznavania tvari, ¢o su podla
noyb vazne porusenia GDPR.

Cybersecuritynews si vsimli rozsiahly Unik udajov spolo¢nosti Mercedes-Benz USA. Aktér znamy
pod prezyvkou ,zestix" ktory sa prihlasil k zodpovednosti tvrdi, Ze exfiltroval 18,3 GB citlivych
pravnych a zakaznickych Udajov. Dataset bol ponuknuty na predaj na fore darknetu, pricom
kompletny archiv je oceneny na 5 ooo USD. Podla zverejneného inzeratu Unik zahfia Siroké
spektrum internych dokumentov vratane aktivnych ajuzavretych sudnych spisov zo 48 Statov USA.
Udajne islo o Udaje, ktoré ludia zadali na webovych strankach spolo¢nosti a jej predajcov v rokoch
2014 az 2017, vratane disiel vodi¢skych preukazov, socialnych zabezpeceni, udajov o kreditnych
kartach a datumov narodenia. V Case zverejnenia tejto spravy spolo¢nost Mercedes-Benz USA
nevydala oficidlne vyhlasenie potvrdzujuce pravost tychto Udajov.

Eurdpska komisia pripravuje navrh tzv. omnibusového balika EU, ktorym sa usiluje o zmiernenie
pravidiel GDPR a ePrivacy s ciefom podporit inovacie v oblasti umelej inteligencie. Konkrétne ide o
zjednodusenie a zosuladenie povinnosti, ktoré sa dnes prekryvaju medzi GDPR, ePrivacy, Al Act,
DSA/DMA a kyberbezpecnostnymi pravidlami. Navrh predpoklada znizenie duplicit, teda firmy
nebudu plnit tu istU povinnost viackrat podla roznych nariadeni. Zarovert ma doéjst ku jasnejSim
pravidlam pre Al a to najma pri tréningu modelov, vyuzivani dat a anonymizacii.

Kritici maju obavy, ze ochrana sukromia by mohla byt oslabena a vo vysledku v prospech zaujmov
velkych technologickych spoloc¢nosti, na ¢o komisia reaguje tvrdeniami o pravnej istote
a efektivite.

Autondmne vozidla

Spanielsko sa potichu stalo jednou z najotvorenejsich jurisdikcii v Eurépe pre testovanie
autondmnych vozidiel, ked udelilo povolenia, ktoré okamzite umoznili rozsirené testovanie
systému Full Self-Driving (FSD) spoloc¢nosti Tesla. Tento regulacny impulz je vyznamny, pretoze
prelamuje eurdpsku zotrvacnost v oblasti autondmie a naznacuje, ze kontinent sa definitivne vydal
na cestu k nasadeniu ,robotaxi" v rokoch 2026 alebo 2027. Hoci nejde o pIné komercné schvalenie,
krok Spanielska mé& okamzité désledky nielen na mobilitu ale napriklad aj na poistovnictvo ¢i



logistiku, kedZe tieto odvetvia nuti prispdsobit sa modelom zodpovednosti zalozenym na softvéri
a flotilach vozidiel.

Tim ICS CERT zo spolo¢nosti Kaspersky na konferencii Security Analyst Summit 2025 predstavil
vysledky auditu, ktory odhalil kritické zranitelnhosti v telematickom systéme vyrobcu aut. Tieto
chyby by umoznili Utocnikom ziskat neautorizovany pristup k prepojenym vozidlam a potencialne
ich Uplne ovladnut, vratane manipulacie s klu¢ovymi funkciami ako zmena prevodovky ¢i vypnutie
motora pocas jazdy. Audit ukdazal na kriticky zranitelnost typu zero-day SQL injekcie a to v aplikacii
dodavatela, ktord poskytovala pristup k citlivym uUdajom a konfiguraciam telematickej
infrastruktury. Nasledne mohli experti ziskat pristup k internym serverom a dokonca modifikovat
firmware jednotky telematického riadenia (TCU), ¢im sa otvorila cesta k ovladaniu systému vozidla
cez jeho CAN zbernicu.

Europska Unia

Organizacia TechPolicy.press zmapovala, ako Eurdpska komisia zvazuje zaradenie ChatGPT pod
Akt o digitalnych sluzbach (DSA). Komisia momentalne posudzuje, ¢i by ChatGPT mal byt formalne
klasifikovany ako ,Very Large Online Search Engine" (VLOSE) podla pravidiel DSA. Ide o kategoriu,
ktora sa vztahuje na sluzby s viac ako 45 milionmi mesaénych pouzivatelov v EU a podlieha prisnym
povinnostiam vratane spravy systémovych rizik, transparentnosti a auditu. ChatGPT totiz podla
Udajov OpenAl dosiahol priemerne viac nez 120 milidénov mesaénych pouzivatelov v EU pre svoju
vyhladavaciu funkciu, Co vyrazne prekracuje prah pre takéto oznacenie. Klu¢ovym problémom je
to, ¢i ma ChatGPT fungovat ako nezavisla vyhladavacia sluzba alebo ako sucast SirSieho chatbotu.
Na zdklade toho sa ma posudit aplikacia DSA. Ak by bol zaradeny ako VLOSE, musel by OpenAl
napriklad robit ro¢né hodnotenia rizik, poskytovat vacsiu transparentnost ohladom moderovania
obsahu a spravy dat, a spristupnovat informacie o rizikach nezavislym vyskumnikom. Podla
organizacie TechPolicy by iSlo bezprecedentny krok, pretoze by viedol k situacii, ked' generativne Al
chatboty budu podliehat rovnako prisnym pravidlam EU ako velké vyhladavale, ¢im sa uZ len
samotné generovanie odpovedi dostava pod regulacny dohlad.

Eurdpska komisia ulozila platforme X pokutu 120 milidonov eur za porusenie poziadaviek na
transparentnost podla Aktu o digitalnych sluzbach (DSA), a to po dvojro¢nom vySetrovani. Ide o
prvé rozhodnutie o nezhode od spustenia DSA, v ramci ktorého regulator zistil, ze X porusila
povinnosti tykajuce sa transparentnosti a zverejfiovania informacii online, a to najma v oblasti
rekldam a verejného pristupu k Udajom. Konkrétne iSlo o porusenia v podobe klamlivého
oznacovania ,modrého overovacieho odznaku", ktoré moze zavadzat pouzivatelov, kedZe
umoznuje overenie len na zdklade platby bez skutocnej identity overovatela, nedostatocne;
transparentnosti reklamnej databazy, ktord nespifia poziadavky DSA na pristupnost a
vyhladavanie, a ktord neobsahuje klG¢ové informacie o obsahu a platenych zadavateloch reklam.
A na zaver porusenie v podobe obmedzeného pristupu vyskumnikov k verejnym datam platformy,
o brani nezavislému skumaniu systémovych rizik a podvodov.

Eurdpska komisia zacala prace na kdédexe postupov pre oznacovanie a Stitkovanie obsahu
generovaného umelou inteligenciou. Tento krok zahffia sedemmesacny proces zahfnajici
nezavislych odbornikov a zi¢astnené strany, ktory ma viest k vypracovaniu dobrovolného nastroja
pomahajuceho poskytovatelom a pouzivatelom generativnych Al systémov efektivne plnit
povinnosti transparentnosti, vratane oznacovania syntetického textu, obrazov, videi a deepfake
obsahu tak, aby bol lahko identifikovatelny a detekovatelny, ¢im sa ma okrem inéh znizit riziko
Sirenia dezinformacii a podvodov. Obsah by mal byt jasne oznaceny v strojovo Citatelnom formate.



Povinnosti tykajuce sa oznacovania a transparentnosti by mali nadobudat Ucinnost od augusta
2026, pri¢om Kodex ma doplnit existujuce pravidla EU o vysokorizikovych Al systémoch a
vSeobecnych Al modeloch.

LEGISLATIVA A SUDNE ROZHODNUTIA

Ako uz nazov vypoveda, vtejto Casti si rozoberieme novinky zoblasti legislativy asudnych
rozhodnuti ktoré rezonovali v ramci kybernetického sektora.V prvom rade vsak poukazeme na
legislativne navrhy viacerych statov vratane iniciativ Eurdpskej Unie.

Legislativa

Eurdpska komisia spustila verejnu konzultaciu s cielom zhromazdit podklady a nazory k navrhu
buduceho EU Quantum Act, ktory sa olakava v roku 2026 ako nastroj na podporu rozvoja
kvantovych technoldgii v EU. Tato iniciativa nadvdzuje na Quantum Europe Strategy resp.
strategicky rdmec EU, ktorého ciefom je urobit z Eurdpy svetového lidra v oblasti kvantovych
technologii do roku 2030. Medzi hlavné ciele pripravovaného zakona patri posilnenie vyskumu a
inovacie v oblasti kvantovych technoldgii, zvySenie priemyselnej kapacity, vratane zavadzania
pilotnych liniek a dizajnérskych zariadeni, posilnenie odolnosti dodavatelskych retazcov a spravy
strategickych komponentov. EU Quantum Act ma doplifiat dalSie déleZité eurdpske iniciativy v
oblasti technoldgii, ako su Chips Act, EuroHPC alebo infrastruktura EuroQCl pre zabezpecené
kvantové komunikacie

Nemecko prijalo ,NIS-2-Umsetzungsgesetz", teda zakon o implementacii eurdpskej NIS 2
smernice do narodného prava. Zakon ktory nadobudol Ucinnost 6. decembra 2025, novelizuje BSI-
Gesetz (zakon o bezpecnosti informacii) a zaroven rozsiruje rozsah pésobnosti kybernetickych
bezpecnostnych predpisov v Nemecku. Nemecko sa tak definitivne zaradilo medzi ¢lenské Staty
implementujuce NIS 2 do vnutrostatneho pravneho poriadku. Zakonom sa pritom rozsiruje
posobnost predpisov daleko za doteraz regulované kritické infrastruktury a prinasa nové povinnosti
v oblasti riadenia rizik, hlasenia incidentov a implementacie technickych a organizacnych opatreni
pre znacny pocet podnikatelskych subjektov. Implementacia predstavuje reakciu na zvysSené
kybernetické rizika ato najma tym, ze urluje povinnost dodrziavat najnovsie Standardy
bezpecnosti, pricom sa posilfiuje rola BSI ako narodného organu dohladu nad kybernetickou
bezpecnostou.

Obdobne aj Rakuska vlada predlozila do parlamentu navrh ktorym chce implementovat eurdpsku
smernicu NIS 2 do rakuskeho pravneho poriadku a posilnit narodnu kybernetickd bezpecnost.
Konkrétne ide o Netz- und Informationssystemsicherheitsgesetz 2026 — novy zakon o kybernetickej
bezpecnosti. Tento novy zakon ma komplexne upravit ramec pre zabezpecenie sietia informacnych
systémov, zavadza tiez povinnosti pre ,wesentliche a wichtige Einrichtungen" (kfGCové a vyznamné
subjekty) a definuje Strukturu narodnej kybernetickej autority vratane CSIRT a kontrolnych
mechanizmov.

Nezahala ani Polsko, ktoré realizovalo do 3. decembra 2025 verejné konzultacie k navrhu zakona o
spravodlivom pristupe k Udajom. Cielom zdkona je preniest do narodného prava ustanovenia
Eurdpskeho Aktu o Udajoch (2023/2854), ktory je zamerany na harmonizaciu pravidiel
spravodlivého pristupu k Udajom a ich vyuzivaniu medzi podnikmi, spotrebitelmi a verejnymi
organmi.



Britska vlada spustila tzv. call for evidence na vyvoj regulacného ramca pre automatizované vozidla.
Ministerstvo dopravy Spojeného kralovstva spolu s Centre for Connected and Autonomous Vehicles
dna 4. decembra 2025 zverejnilo verejnu vyzvu (call for evidence) na zasielanie podnetov a nazoroy,
ktora ma pomact pri tvorbe sekundarnej legislativy, usmerneni a politik pre regulaciu samo-
riaditelskych (self-driving) vozidiel na britskych cestach. Ide o sucast implementacie legislativneho
ramca Automated Vehicles Act 2024, ktory ma podporit bezpecné nasadenie autondmnych
vozidiel, zlepsit dostupnost mobility, posilnit bezpecnostné Standardy, chranit Udaje a osobnu
bezpecnost a zaroven udrzat Spojené kralovstvo konkurencieschopné v oblasti rozvoja tejto
technoldgie. Dokument je rozdeleny do dvoch hlavnych casti:

e ,Getting AVs on the road" — otazky tykajuce sa schvalovania typu vozidiel, autorizacnych
procesov, postavenia ¢loveka v kabine (User-in-Charge), prechodu medzi autonémnym a
manualnym rezimom, licencovania prevadzkovatelov a poistenia.

e ,Once AVs are on the road" — otazky tykajuce sa prevadzky vozidiel, vysetrovania
incidentov, kybernetickej bezpecnosti, sankcii a dalSich aspektov ich pouzivania na cestach.

Co sa tyka nadnarodnej legislativy, Eurdpska komisia dfia 28. novembra 2025 vydala
Implementadné nariadenie (EU) 2025/2392, ktoré obsahuje technické definicie a popisy kategoérii
produktov s digitalnymi prvkami povazovanych za dolezité alebo kritické podla Cyber Resilience Act
(Nariadenie EU 2024/2847). Tieto definicie sU kl0¢ové pre to, aby vyrobcovia vedeli, ktoré produkty
podliehaju prisnym kybernetickym poziadavkam a hodnoteniu zhody pred uvedenim na jednotny
eurdpsky trh. Presnejsie Nariadenie 2025/2392 uvadza, ktoré konkrétne typy produktov spadaju do
vyssich rizikovych kategorii, ako su napriklad samostatné prehliadace, firewally, heslové manazéry,
tamper-resistant mikroprocesory ¢i smart karty, ¢im poskytuje istotu pri uplatiiovani povinnosti
CRA

Eurdpska agentura pre kyberneticky bezpecnost (ENISA) vydala ,NIS2 Technical Implementation
Guidance", ktora poskytuje praktické technické usmernenie pre implementaciu Smernice NIS 2 pre
subjekty zapojené do digitédlnej infradtruktiry a poskytovania ICT sluZieb v celej EU. Dokument
nadvazuje na Nariadenie (EU) 2024/2690, ktoré definuje povinné bezpeénostné opatrenia pre tieto
organizacie. Usmernenie vysvetluje technické a metodologické poziadavky na riadenie
kybernetickych rizik podla NIS 2 a poskytuje konkrétne rady, priklady dokazov a odporucania, ako
tieto povinnosti uviest do praxe. Aj ked nejde o pravne zavazny dokument, ma zladit pravne
poziadavky smernice NIS 2 s praktickymi krokmi pre zlepSenie kybernetickej bezpecnosti
a odolnosti organizacii.

V novembri bolo Eurdpskym parlamentom a Radou prijaté Nariadenie 2025/2509 o bezpecnosti
hraciek a o zruseni smernice 2009/48/ES. Akt potvrdzuje, Ze moderné digitalne rizika spojené s
hrackami, vratane tych, ktoré vyplyvaju z radiovych funkcii a pripojenia na internet, budu primarne
upravené osobitnymi pravnymi predpismi EU, a nie samotnym nariadenim o bezpe¢nosti hraciek.
Podla bodov odévodnenia (14) a (15) musia hracky vyuZivajice umelU inteligenciu spifat
poziadavky Aktu o umelej inteligencii (Nariadenie 2024/1689) a digitalne prepojené hracky musia
dodrziavat Akt o kybernetickej odolnosti (CRA, Nariadenie 2024/2847).Za pozornost stoji, ze
hracky s bezpecnostnymi komponentmi Al su klasifikované ako vysokorizikové systémy Al, co si
podla Aktu o umelej inteligencii vyzaduje prisne posudzovanie zhody tretou stranou.



Sudne rozhodnutia

Ustavny sud Ceskej republiky dria 1. decembra 2025 v konani I. US 3004/25 popri rozhodovani o
Ustavnej staznosti podanej proti uzneseniu Najvyssieho spravneho sudu CR, uloZil pravnemu
zastupcovi stazovatela poriadkovu pokutu vo vyske 25 ooo KE, pretoze Ustavna staznost
obsahovala mnoZstvo nezmyselnych tvrdeni a citacii neexistujucich rozhodnuti Ustavného sidu a
Eurdpskeho sudu pre ludské prava. Podla sudu tym zastupca hrubo zatazil priebeh konania, pricom
Cast citovanych rozhodnuti vobec neexistuje a dalSie boli hrubo dezinterpretované, ¢o znemoznilo
efektivny priebeh konania pred Ustavnym sidom.

Nemecky sud v Mnichove v utorok 11. novembra 2025 rozhodol, ze OpenAl porusila autorské prava.
Sud sa tak priklonil na stranu nemeckej organizacie na ochranu autorskych prav GEMA, ktora
zalovala americky spolocnost OpenAl za neautorizované pouzitie chranenych textov piesni pri
trénovani modelov ChatGPT. Sud konstatoval, ze jazykovy model Al reprodukoval texty chranené
autorskym pravom, ¢im doslo k poruseniu autorského zakona. Medzi pouzitymi dielami boli texty
deviatich nemeckych skladieb, ktoré ChatGPT dokazal generovat takmer identicky, ¢o sud
povazoval za dokaz ich zahrnutia do tréningovych dat bez licencie. OpenAl naopak argumentovala,
ze modely iba ucia vzory a neukladaju ani neukazuju priamo tréningoveé data, a zZe pri generovani
vystupov je zodpovedny pouzivatel, ktorého prompt text vyvolal. Sud vSak tieto argumenty
odmietol arozhodol, Ze memorovanie a reprodukcia textov predstavuju porusenie autorskych prav.

V Spojenych statoch americkych, presnejsie na Floride, doslo k historickej sankcii ktoru nariadil
federalny sudca Leibowitz. Tuto sankciu vo vyske 85 567,75 USD ulozil pravnemu zastupcovi
zalobcov v pripade Byoplanet International, LLC v. Johansson a Gilstrap (. 24-cv-60630, S.D. Fla. 1.
augusta 2025). Tento vysoky trest bol uloZzeny za rozsiahle zneuzivanie generativnej umelej
inteligencie, ktoré viedlo k predloZzeniu vymyslenych (halucinovanych) pripadov a sfalSovanych
citacii. Sud rozhodol o priznani plnej vysky trov konania, ktoré pozadovala Zalovana strana, ¢im
tento pripad upevnil ako popredné varovanie pred financnymi désledkami nespravneho
spoliehania sa na umelu inteligenciu v pravnych podaniach. Pravny zastupca Zalobcov, James
Martin Paul, podal sériu zaléb a navrhov v 6smich suvisiacich pripadoch (na Statnej aj federalne;j
Urovni). Pri ich priprave sa spoliehal na generativnu Al (pravdepodobne ChatGPT alebo podobny
model), ktorU pouzil na vyhladavanie judikatury a koncipovanie textov. Klu¢ovym problémom
nebolo samotné pouzitie Al, ale absencia akejkolvek kontroly vystupov (verifikacie). To, ¢o tento
pripad odliSuje od obycajnej nedbanlivosti, je reakcia advokata na upozornenia. Protistrana
(obhajoba) podala navrh na zamietnutie zaloby, v ktorom explicitne upozornila, Ze citované pripady
su falosné. Napriek tomu advokat Paul v naslednych odpovediach sidu a v dalSich podaniach
nadalej pouzival Al bez overenia, a dokonca generoval nové falosné citacie na svoju obhajobu. Sud
toto konanie vyhodnotil nie ako omyl, ale ako subjektivnu zIU vieru (v preklade: subjective bad faith)
a pokus o podvod na sude. Tento pripad predstavuje jeden z najvyznamnejsich a najprisnejsich
rozsudkov tykajucich sa zneuzitia umelej inteligencie v sudnej sieni od znamej kauzy Mata v.
Avianca z roku 2023.



KURZY A EVENTY

Escar Europe 2025 predstavuje veducu konferencia o kybernetickej bezpecnosti v automobilovom
priemysle. 23. rocnik escar Europe sa uskutocnil 5. az 6. novembra 2025 vo Frankfurte nad
Mohanom (Nemecko) ako hybridna konferencia zamerana na automotive cybersecurity. Podujatie
poskytlo férum pre spolupracu priemyslu, akademickej obce a vladnych organov pririeseni hrozieb,
zranitelnosti a mitigacie rizik v oblasti bezpec¢nosti vozidiel.

o viacinformacii / program na: https://escar.info/escar-europe/program

Medzindrodna asociacia odbornikov na ochranu sukromia (International Association of Privacy
Professionals — IAPP) usporiadala 14. ro¢nik Europe Data Protection Congress, ktory sa konal 19.
az 20. novembra 2025 v Bruseli (Belgicko). Podujatie privitalo tisice profesionalov z oblasti ochrany
osobnych Udajov, Al governance a kyberbezpecnosti, aby diskutovali o klucovych trendoch a
praktickych rieSeniach v eurdpskom i globalnom kontexte. Aktudlne prebieha vyzva na
predkladanie navrhov na diskusiu pre dalSi ro¢nik 2026.

e vyzva dostupna na: https://iapp.org/conference/iapp-europe-congress

Dna 3. decembra 2025 usporiadala CONNECT University (DG CONNECT) virtualne podujatie s
nazvom “CRAzy About Product Cybersecurity: From Compliance to Confidence", ktoré sa
sustredilo na pochopenie novych pravidiel Eurdpskej Unie v oblasti produktovej kybernetickej
bezpecnosti pod Cyber Resilience Act (CRA). Prednasky a diskusie vysvetlili ciel, rozsah a praktické
dosledky CRA, ktory zavadza horizontalne kybernetické poziadavky pre produkty s digitalnymi
prvkami tak, aby bezpecnost bola integrovana uz pri navrhu produktov.

e link na online zaznam:

https://www.youtube.com/live/QRLWcU_Yx18?si=SvgWOm7rgkmGH_UW

Europa Institute pri Leiden University organizuje v akad. roku 2025/2026 interdisciplinarnu
prednaskovu sériv s nazvom Humanity in the Automated State, ktora skuma, ako
automatizované systémy a algoritmické riadenie menia vztah medzi obCanmi a Statom,
legislativne koncepcie a zakladné hodnoty humanistického pravneho poriadku. Série sa zucastnia
viaceri medzinarodni odbornici z oblasti prava, verejnej spravy, manazmentu a technoldgii. Séria
sa zacala 20. novembra 2025 otvorenou prednaskou Prof. Christine Moser (Vrije Universiteit
Amsterdam), ktora diskutovala o narativoch okolo Al a ich vplyve na spolocnost a organizacie.
Dalsie planované prednasky zahffiaju vystUpenia odbornikov ako Aya Rizk (12. januara 2026),
Sofia Ranchordas (29. januara 2026), Madalina Busuioc (12. februara 2026) a dalsich, ktoré sa
uskutocnia osobne aj online.
e viac informacii na:  https://www.universiteitleiden.nl/en/law/institute-of-public-
law/europa-institute/events/lecture-series-humanity-in-the-automated-state#format-
and-location

Eurdpsky dozorny Urad pre ochranu Udajov (European Data Protection Supervisor — EDPS) spolu
s Radou Europy (CoE) organizuje jednodnové podujatie Data Protection Day 2026 na tému ,Reset
or refine?", ktoré sa uskutocni 28. januara 2026 v budove Charlemagne, Eurdpska komisia, Brusel.
Podujatie je otvorené osobne aj online a je venované diskusii o novych vyzvach a prilezitostiach v
oblasti ochrany osobnych Udajov v kontexte GDPR, Conventione 108+ a rychlo sa meniacich
technoldgii vratane umelej inteligencie.

e viac informacii / registracia na: https://www.edps.europa.eu/webform/data-protection-

day-2026_en


https://iapp.org/conference/iapp-europe-congress

LITERATURA

Sprava International Transport Forum (ITF/OECD snazvom: Al, Machine Learning and
Regulation: The Case of Automated Vehicles skuma regulacné vyzvy automatizovanych vozidiel
v kontexte pouzitia umelej inteligencie a strojového ucenia v dopravnych systémoch. Dokument,
publikovany 21. februdra 2025, vznikol na zaklade diskusii z okrihleho stola ITF a poskytuje
komplexny prehlad otazok spojenych s doéveryhodnostou, bezpelnostou a spolocenskymi
dopadmi AVs (Automated Vehicles).

e DostupnaTU

Clanok ,Rethinking Cybersecurity Research Governance: Lessons from the Act on Digital
Services?" analyzuje pravny ramec pre kyberbezpeénostny vyskum v EU. Autori Michal Rampasek
a Matus Mesarcik v ¢lanku publikovanom v European Journal of Risk Regulation skimaju, ako
suCasné eurdpske pravne predpisy upravuju postavenie a cinnost kyberbezpecnostnych
vyskumnikov, najma v prostredi mimo formalnych institUcii. Text sa zameriava na ambicie a limity
Digital Services Act (DSA) v oblasti pristupu k datam a auditov na velkych online platformach
(VLOPs), a porovnava ich s inymi pravnymi nastrojmi ako Cyber Resilience Act (CRA) a Smernica
NIS2.

e DostupnéTU

Kniha CIPP/C Study Guide: CANADA DATA PROTECTION LAW je podrobnym sprievodcom
kanadskou legislativou o ochrane osobnych Udajov, koncipovanym najma pre uchadzacov o
certifikaciu Certified Information Privacy Professional/Canada (CIPP/C). Publikacia vysla 8. aprila
2024 nezavislym vydavatelstvom a obsahuje 380 stran textu v anglictine, ktoré sa venuju klucovym
pravnym principom a ramcom v oblasti kanadskej ochrany sUkromia. Kniha sluzi nielen ako
priprava na certifikacné skusky, ale aj ako prakticky nastroj pre porozumenie komplexnej kanadskej
ochrany osobnych udajov.

e DostupnaTU

Kniha ,CIPP/CN Study Guide 2024: Hong Kong, Singapore, India..." (sprievodca pre ochranu
udajov a pripravu na skusky) predstavuje komplexny studijny material zamerany na globalne pravne
ramce ochrany osobnych Udajov, s dérazom na jurisdikcie ako Hongkong, Singapur a India. Kniha
je navrhnuta ako prakticky navod pre uchadzacov skusok CIPP/A a CIPP/CH, ale zaroven sluzi ako
prehlad pravnych principov spravy osobnych udajov v tychto regionoch.

e DostupnaTU

European Data Protection Supervisor (EDPS) vydala 11. novembra 2025 spravu “Guidance for
Risk Management of Artificial Intelligence Systems”. Sprava predstavuje technické usmernenie
pre identifikaciu a riadenie rizik spojenych s pouzivanim umelej inteligencie (Al) pri spracovani
osobnych Udajov v institdcidch EU. Dokument poskytuje 55-stranovy rdmec zaloZeny na 1SO
31000:2018 a je uréeny predovsetkym pre EU institUcie, organy, Urady a agentury, ktoré pdsobia
ako spravcovia Udajov a vyvijaju, obstaravaju alebo nasadzuju Al systémy. EDPS upozoriuje, ze


https://www.itf-oecd.org/ai-machine-learning-and-regulation-case-automated-vehicles
https://www.cambridge.org/core/journals/european-journal-of-risk-regulation/article/rethinking-cybersecurity-research-governance-lessons-from-the-act-on-digital-services/CDB0BA5DDADD7ABE1A6A7F5A81FEA995
https://www.amazon.com/dp/B0DDKCJ8X3?ref=cm_sw_r_ffobk_cp_ud_dp_WMMSX5C8AF06ZJC5Z407_1&ref_=cm_sw_r_ffobk_cp_ud_dp_WMMSX5C8AF06ZJC5Z407_1&social_share=cm_sw_r_ffobk_cp_ud_dp_WMMSX5C8AF06ZJC5Z407_1&bestFormat=true
https://www.amazon.com/dp/B0DJR9DVWR?ref=cm_sw_r_ffobk_cp_ud_dp_KFF93MAJ7W5Q83AKC40P_1&ref_=cm_sw_r_ffobk_cp_ud_dp_KFF93MAJ7W5Q83AKC40P_1&social_share=cm_sw_r_ffobk_cp_ud_dp_KFF93MAJ7W5Q83AKC40P_1&bestFormat=true

tato prirucka nenahradza UpInd compliance analyzu, ale sluzi ako prakticky doplnok pre kontrolu a
riadenie rizik v sulade so Véeobecnym nariadenim o ochrane Udajov pre institicie EU — EUDPR
(Regulacia 2018/1725)

e DostupnaTU

European Data Protection Supervisor (EDPS) publikoval tiezZ TechSonar Report 2025-2026, ktory
predstavuje prehlad Siestich kli¢ovych technologickych trendov s potencialnym dopadom na
sukromie a ochranu Udajov v nasledujucich rokoch. TechSonar je strategicka iniciativa EDPS na
monitorovanie vznikajucich technoldgii z pohladu prava a zakladnych prav, pricom sa zameriava
na predikciu vzostupnych trendov a ich moznych rizik ¢i prinosov pre jednotlivcov a spolo¢nost.

e DostupnéTU

Clanok “Key Safety Design Overview in Al-driven Autonomous Vehicles” od Vikas Vyas a Zheyuan
Xu publikovany na arXiv predstavuje prehlad klucovych principov bezpecnostného dizajnu pre
autonomne vozidla vyuzivajuce umelu inteligenciu, najma Urovni SAE 3 a 4, kde Al softvér zohrava
rozhodujucu Ulohu. Autori identifikuju hlavné konstrukéné vyzvy v oblasti softvéru a hardvéruy,
vratane integracie AI/ML systémov s vysokymi bezpecnostnymi narokmi a bezpecnostnych
mechanizmov fail-safe pre kritické situacie. Stratégie uvedené v praci sa zameriavaju na analyzu
poruch, mitigaciu rizik a navrh systémovej architektury, ktora podporuje spolahlivost Al systémov
pocas celého zivotného cyklu dat a prevadzky.
e DostupnéTU

V preprintovej praci "A Criminology of Machines” autor Gian Maria Campedelli navrhuje nové
paradigmy pre Studium kriminality v ére autonomnych Al systémov. Campedelli tvrdi, Ze so
stUpajucou pritomnostou autonomnych Al agentov, ktori dokazu samostatne vnimat, rozhodovat
ainteragovat, je potrebné rozsirit tradi¢né kriminologické ramce, ktoré sa doposial sustredovali na
ludi, o Studium samotnych strojov ako aktérov so socialnou a pravnou agenturou.

e DostupnéTU

V decembri vysiel tiez ¢lanok od autorov Nathan Genicot & Thiago Guimaraes Moraes nazvom
«~Exploring the boundaries of Al requlatory sandboxes under the Al Act: Flexibility and real-world
testing". V ¢lanku autori poukazuju na kritické nezrovnalosti v Akte EU o umelej inteligencii.
Odhaluju v hom zlozity a protireCivy vztah medzi ,regulacnymi sandboxmi* (pieskoviskami), ktoré
ponukaju pravny dialég a podmienecné oslobodenie od pokut, a ,testovanim v realnych
podmienkach®, ktorého cielom je odstranit trhové bariéry. V zavere ¢lanku sa uvadza, ze Eurdpska
komisia musi poskytnut urychlené objasnenie, aby sa zabezpedlila efektivna a konzistentna
implementacia tychto novych nastrojov na experimentovanie s Al.

e DostupnéTU
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