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UVvoD

Vazeni Citatelia, tymto vam predstavujeme spravy o aktualnom vyvoji v oblasti regulacie
kybernetickej bezpecnosti. Cielom tychto sprav je poskytnut prehlad novych vedeckych ¢lankoy,
monografii a inych odbornych zdrojov, ktoré ovplyviuju implementaciu povinnosti vyplyvajucich z
eurdpskej aj narodnej legislativy, ako aj identifikovat vyskumné a aplikacné trendy v praxi.

V sUcasnej digitalnej dobe predstavuje kyberneticka bezpecnost nevyhnutnu sucast ochrany statu,
verejnej spravy a kritickej infrastruktury. Vzhladom na rastuci pocet kybernetickych Utokov a
zvysujuce sa poziadavky na bezpecnost informacnych systémov boli a budu potrebné zmeny
pravnej Upravy v tejto oblasti. Tato sprava preto zhromazduje najnovsie odborné avedecké
publikacie za posledné obdobie.

CO JENOVEV OBLASTI KYBERNETICKEJ BEZPECNOSTI?

Kybernetické incidenty

Kyberneticky Utok zamerany na systém check-in a boarding systémov poskytovanych firmou
Collins Aerospace sp0Osobil rozsiahle zmeny v prevadzke viacerych eurdpskych letisk, vratane
London Heathrow, Brussels Airport a Berlin Airport, ¢o viedlo k mesSkaniam, zruseniam letov a
dlhym frontam cestujucich. Utok sa zacal v noci 19. septembra 2025 a jeho nasledky sa prejavili
pocas nasledujucich dni, ked museli prevadzky prejst na manualne odbavovanie pasazierov pri
check-ine a nadvazujucich procesoch. Urcenie povodu Utoku zostalo spociatku nejasné, no incident
opat zvyraznil zranitelnost leteckych dodavatelskych retazcov a zdielanych IT systémov voci
kybernetickym hrozbam.

Reuters priniesol spravy o Uniku Udajov zakaznikov automobilky Stellantis. Ta oznamila, Ze
neautorizovany pristup k platforme jej tretieho poskytovatela, ktory podporuje zdkaznicke sluzby
pre Severnej Amerike, viedol k Uniku osobnych kontaktov zakaznikov. Spoloc¢nost uviedla, ze
incident nepostihol jej interné systémy, ale ovplyvnil platformu externého partnera a bol objaveny
pri monitorovani bezpecnosti. Kompromitované mali byt len ,kontaktné informacie" zakaznikov,
napriklad mena a e-mailové adresy, a ziadne financné ¢i citlivé osobné Udaje neboli ulozené ani
pristupné na tejto tretej platforme.

Spoloc¢nost spustila reakéné protokoly, vysetrovanie a upozornila prislusné organy, zaroven
informuje dotknutych zdkaznikov a vyzyva ich k opatrnosti vodi phishingovym Utokom. Portal
Techradar ktomu dodava, ze informacie z niektorych bezpecnostnych reportov naznacuju, ze
incident m6ze byt sulastou SirSej kampane zneuzitia databaz Salesforce, pri ktorej skupina
ShinyHunters tvrdi, Ze ziskala miliony zaznamov z réznych podnikov, vratane uUdajov o
zakaznikoch. Stellantis zatial nepotvrdil tieto tvrdenia.

Skupina hackerov tvrdi, ze ukradla takmer miliardu zaznamov ulozenych zakaznikmi Salesforce.
Skupina ohlasila, Ze ziskala takmer 1 miliardu zaznamov od spolo¢nosti pouzivajucich cloudovy
softvér Salesforce. Skupina sa oznacuje ako ,Scattered LAPSUS$ Hunters" a uviedla, ze Udaje
obsahuju osobne identifikovatelné informacie. Na a dark-webovom leak webe zverejnila zoznam
priblizne 4o spolocnosti, o ktorych tvrdi, ze boli kompromitované, hoci nie je jasné, i vSetky tieto
firmy skutoCne pouzivaju Salesforce alebo ¢i doslo k overenému Uniku. Jeden z ¢lenov, ktory sa
identifikoval ako ,Shiny", povedal Reuters, Zze neprisli priamo cez hackovanie samotného



Salesforce, ale cielili na pouzivatelské organizacie, kde pomocou vishingu oklamali personal IT
helpdesku, aby ziskali pristup k uctom alebo nastrojom ako Data Loader. Potvrdzuje to aj
vyjadrenie spolocnosti, ktora odmieta, Ze by doslo k prelomeniu jeho platformy alebo zranitelnosti
v technoldgii, a tvrdi, Ze neexistuje Ziadny dékaz kompromitacie samotnej sluzby. Uto¢nici podla
ich vyjadreni cilené na zakaznikov Salesforce prostrednictvom socialneho inZinierstva, konkrétne
tzv. vishingu (hlasovy phishing), pri ktorom sa snazia oklamat zamestnancov a ziskat pristup
k datam.

Organizacia Noyb sidliaca v Rakusku priniesla vazne zistenia ohladom Microsoftu 365, v désledku
¢oho podala staznost na rakusky Urad pre ochranu osobnych Udajov. Ten zistil, Ze Microsoft 365
Education nezdkonne sledoval ziakov a porusil tak GDPR. Pouzival tracking cookies bez suhlasu
pouzivatelov, ¢o DSB oznacil za nezdkonné spracuvanie osobnych Udajov. Spolo¢nost teraz musi
zmazat prislusné osobné Udaje a poskytnut pristup k Udajom pouzivatela v sulade s ¢lankom 15
GDPR. Udaje ziakov boli tiez pouZité pre obchodné Ulely bez pravneho zakladu, v désledku ¢oho
bude musiet Microsoft jasne vysvetlit, ako pouziva Udaje pre svoje obchodné Ucely (ako napriklad
~business modeling" ¢i ,energy efficiency") a i udaje odoslal tretim stranam vratane LinkedIn,
OpenAl ci sledovacej firmy Xandr.

Eurdpska komisia 15. maja 2025 oznamila predbezny zaver, ze socialna siet TikTok nezabezpecila
primerané zverejiovanie Udajov o reklame a platenej komercnej komunikacii, ako to vyzaduje
Digital Services Act (DSA). Podla Komisie TikTok neplni povinnost spristupnit Uplné a presné udaje
o svojej reklamnej databaze, ktora by umoznila externym vyskumnikom, organom a verejnosti
transparentne a legitimne analyzovat platby reklam a ich cielenie. Databaza neobsahuje vietky
povinné informacie, neumoznuje spolahlivé vyhladavanie ani analyzu reklam a nie je navrhnuta tak,
aby ju mohli efektivne pouzivat vyskumnici, obcianska spolocnost a organy dohladu

Predbezné zistenie znameng, ze TikTok mo6Zze byt nariadenim DSA donuUteny rozsirit a vylepsit
svoju transparentnost reklam, inak mu hrozia pokuty do vysky % z celosvetového obratu, ktoré su
podla DSA navrhnuté tak, aby odradzovali od neplnenia pravidiel.

Rozhodnutie potvrdzuje, Ze formalne spinenie povinnosti nestaci — Komisia bude hodnotit reainu
pouzitelnost a kvalitu nastrojov transparentnosti. Pre technologické firmy to znamena potrebu
prepracovat interné systémy reklamy, datovej spravy a reportingu, aby obstali nielen technicky, ale
aj z pohladu verejného dohladu.

LEGISLATIVA A SUDNE ROZHODNUTIA

Ako uz ndazov vypoveda, vtejto Casti si rozoberieme novinky zoblasti legislativy asudnych
rozhodnuti ktoré rezonovali v rdmci kybernetického sektora. V prvom rade vsak poukazeme na
legislativne navrhy viacerych statov vratane iniciativ Eurdpskej Unie.

Legislativa
V Slovenskej republike doslo ku viacerym zmenam. Narodny bezpe¢nostny Urad (NBU) vydal

Metodiku analyzy rizik, ktord je urcend na pouzitie v procesoch riadenia rizik v sulade s
poziadavkami zakona ¢. 69/2018 Z. z. o kybernetickej bezpecnosti v zneni neskorsich predpisov.



Zaroven dna 1. septembra 2025 nadobudli Ucinnost dve nové vyhlasky vydané Narodnym
bezpe¢nostnym Uradom (NBU), ktoré slvisia so zakonom ¢&. 69/2025 Z. z. o kybernetickej
bezpecnosti. 15lo o vyhlasku ¢. 226/2025 Z. z., ktorou sa ustanovuju podrobnosti o hlaseni
incidentov.

Ako druhd bola prijata vyhlaska €. 227/2025 Z. z. o bezpecnostnych opatreniach, ktora nahradza
predchadzajucu vyhlasku €. 362/2018 Z. z. a ktora ustanovuje obsah bezpecnostnych opatreni,
rozsah vseobecnych bezpecnostnych opatreni pre siete, informacné systémy a prevadzkové
technoldgie, ako aj obsah a StruktUru bezpecnostnej dokumentacie podla § 20 zakona o
kybernetickej bezpecnosti. KlG¢ové body predpisu mozno predstavit nasledovne:

e Definovanie povinnych bezpecnostnych opatreni: Vyhlaska urcuje, aké vseobecné
bezpecnostné opatrenia musia byt prijaté pre rozne oblasti kybernetickej bezpecnosti a ako sa
tieto opatrenia stanovuju na zaklade analyzy rizik.

e Bezpeclnostna dokumentacia: Predpis konkretizuje, aké dokumenty musia organizacie viest,
vratane politiky bezpecnosti a zaznamov o identifikovanych aktivach a rizikach, pricom
vyzaduje, aby dokumentacia redlne odrazala stav procesov a opatreni v organizacii.

e Zameranie na prevadzkovatelov zakladnych sluzieb: Vyhlaska sa vztahuje na subjekty, ktorym
zakon o kybernetickej bezpecnosti uklada povinnosti, a urCuje, ako a v akom rozsahu maju
implementovat bezpecnostné opatrenia podla narodnej metodiky.

» Prebratie pravnych aktov EU: SU¢astou vyhlasky je aj prevzatie relevantnych pravne zavaznych
aktov Eurdpskej Unie v oblasti kybernetickej bezpelnosti.

Nemecko prijalo nariadenie o dialkovom riadeni cestnej dopravy (Straf3enverkehr-Fernlenk-
Verordnung), ktoré upravuje dialkové ovladanie automatizovanych vozidiel. Tymto pravnym
predpisom sa stanovuju podmienky pre typové schvalovanie, zodpovednosti prevadzkovatelov a
poziadavky na kyberneticky bezpecnost. Nariadenie vytvara pravny zaklad pre prevadzku
motorovych vozidiel riadenych na dialku (teleoperovanych) na cestach v Nemecku.

Regulacia umoziuje, aby osoba sediaca mimo vozidla, napriklad v centralnom ovladacom centre,
ovladala vozidlo pomocou dialkového pristupu, ¢o predstavuje vyznamny krok vpred pre mobilitu
v ére digitalizacie a autondmnych technoldgii. Od 1. decembra 2025 budu méct byt motorové
vozidla riadené na dialku testované a prevadzkované na verejnych komunikaciach v ramci
patrocnej experimentalnej fazy, s jasne stanovenymi podmienkami povolenia a bezpecnostnymi
poziadavkami.

Nemecko tiez riesi novy navrh spolkového zdkona o informacnej bezpecnosti, ktory implementuje
smernicu NIS 2, ¢im udava jasny kurz pre posilfiovanie kybernetickej bezpecnosti. Podla § 38 ods. 3
predmetného navrhu zdkona (BSIG) je manazment (vedenie) povinny absolvovat Skolenia
zamerané na relevantné kybernetické rizika a postupy v oblasti informacnej bezpeénosti. ,Skolenie
vedenia k NIS 2" [NIS-2-Geschéftsleistungsschulung] ma poskytovat predbezné usmernenie a
odporucania k tomuto povinnému vzdelavaniu manazmentu, a to najma pre institucie, ktorym z
nového navrhu zakona vyplyvaju povinnosti.

Taliansko sa stalo jednou z prvych krajin EU, ktora prijala narodny zdkon o umelej inteligencii,
upravujuci pouzivanie Al vo verejnej sprave aj v stkromnom sektore. Zakon €. 132 z 23. septembra



2025 0 umelej inteligencii vytvara komplexny narodny ramec pre regulaciu Al a nadvézuje na
Eurdpske nariadenie Al Act, pricom jeho ustanovenia nadobudnu U¢innost 10. oktdbra 2025. Zakon
zavadza povinnosti transparentnosti, etické standardy a konkrétne obmedzenia pouzivania
dohladovych technoldgii. Z hladiska jeho obsahu mozno identifikovat Specifické pravidla pre
klucové oblasti:

zdravotnictvo: Al méze podporovat prevenciu, diagnostiku a liecbu s tym, Zze konecné
rozhodnutia zostavaju v rukach odbornikoy;

e trh prace: pouzivanie Al na pracovisku musi zlepsovat podmienky a produktivitu bez
diskriminacie a s povinnostou zamestnavatelov informovat pracovnikov o jeho pouziti;

* regulované profesie: Al slUzi ako nastroj podpory priintelektualnych profesiach, no rozhodnutia
musia zostat v rukach ludi;

* verejna sprava a justicia: Al je povolena ako podporny nastroj, ale rozhodovanie o aplikacii
prava je vylu¢ne v rukach sudcov.

Zakon tiez upriamuje pozornost aj na autorské prava v kontexte diel vytvorenych Al. Tie maju byt
chranené iba vtedy, ak odrazaju inteligentnu tvorivu pracu Cloveka resp. autora. Zavadza aj nové
ustanovenia kriminalizujuce nelegalne rozsirovanie Al-generovaného obsahu (napr. deepfake), s
trestami od 1 do 5 rokov vazenia.

Aj Ceska republika predstavila navrh zakona o umelej inteligencii (Zakon o umélé inteligenci), ktory
ma zosuUladit narodnu legislativu s EU Al Act-om. Navrh pocita so zriadenim orgénov dohladu a
zavedenim povinnosti v oblasti suladu (compliance) pri nasadzovani vysokorizikovych systémov Al.
Sucastou zakona su aj regulacné sandboxy. Uvedeny zakon ma za ciel minimalisticky adaptovat len
tie aspekty eurdpskeho nariadenia, ktoré si vyzaduju zasah clenského Statu (napr. dozorné
mechanizmy), pricom hlavné povinnosti a pravidla pre systémové Al zostavaju v posobnosti
samotného Al Act-u.

Na nadnarodnej Urovni stoji za pozornost, ze Eurdpska komisia zverejnila navrh usmernenia a
Sablonu na nahlasovanie pre vysokorizikové systémy umelej inteligencie. Podla ¢lanku 73 Aktu o
umelej inteligencii sa musia zavazné incidenty hlasit bezodkladne. Tymto krokom sa uvadza do
praxe eurdpsky ramec spravy a riadenia Al prostrednictvom zakotvenia zodpovednosti,
transparentnosti a napravnych opatreni v rdmci celého zivotného cyklu Al.

V ramci tejto snahy Eurdpska komisia navrhla Standardizovany formular, ktorym sa ma predist
chaosu, ked kazdy ¢lensky stat vyzaduje iné Udaje.

Sabléna by mala obsahovat a) Identifikiciu systému: jedineéné ID systému (ak je registrovany v
databaze EU); b) popis incidentu: ¢o sa stalo, kde, kedy a aké boli nasledky; c) ndpravné opatrenia:
¢o firma urobila okamzite po zisteni chyby (napr. vypla systém, opravila algoritmus); d) analyzu
pricin: preco k zlyhaniu doslo (napr. chyba v tréningovych datach, kyberneticky Utok, nepredvidané
pouzitie).

Okrem toho Eurdpska komisia a Europsky vybor pre ochranu Udajov (EDPB) vydali novy navrh
spolo¢nych usmerneni na objasnenie vzajomného posobenia medzi Aktom o digitalnych trhoch
(DMA) a nariadenim GDPR. Jeho cielom je podporit dodrziavanie predpisov vo vsetkych ¢lenskych
Statoch. Europska komisia spolu s EDPB zaroven zverejnili Usmernenia (Guidelines) 3/2025 o sUhre



medzi Aktom o digitalnych sluzbdch (DSA) a GDPR. Toto usmernenie sa zameriava na
zabezpecenie uplatfiovania ochrany Udajov v ramci DSA, pricom sa tyka najma transparentnosti,
spracuvania Udajov a zodpovednosti.

Zo zadmoria prichadza sprava otom, ze stat Kalifornia schvalil balik 18 novych zakonov o
bezpecnosti umelej inteligencie, ktoré pokryvaju témy ako deepfakes, ochrana Udajov a
zodpovednost pri vyuzivani Al. Stal sa tak prvym americkym Statom, ktory priamo reguluje
bezpecnost umelej inteligencie. Tato legislativa tiez vychadza z odporucani Spolocnej kalifornske;j
pracovnej skupiny pre politiku hrani¢nych modelov Al (Joint California Policy Working Group on Al
Frontier Models).

Sudne rozhodnutia

Sudny dvor Eurdpskej Unie sa nedavno zaoberal konanim C-474/24 (NADA Austria a dalsi), kde
generalny advokat uviedol, Ze zverejfiovanie poruseni antidopingovych pravidiel Sportovcov na
internete je podla GDPR pripustné len vtedy, ak je primerané a v sulade so zasadami minimalizacie
Udajov a zodpovednosti.

Hoci antidopingové Udaje m6zu zahfiat informacie suvisiace so zdravim alebo kvazi-trestné udaje,
ich zverejnenie musi byt odovodnené legitimnym verejnym zaujmom a podliehat individualnemu
posudeniu v kazdom jednotlivom pripade. Generalny advokat zd6raziuje, ze kombinacia rozsahu,
automatizovaného charakteru a verejného spristupnenia tychto Udajov méze zasahovat do
ochrany osobnych Udajov, ak nebola vykonana individualna vyvazena analyza zaujmov dotknutych
0s0b.

Generalny advokat zaroven potvrdil, Ze dotknuté osoby mozu podat staznost aj v pripade, Ze
spracuvanie Udajov este len hrozi, ¢im sa umoznuje preventivna ochrana prav podla GDPR. Aby sme
ujasnili kontext tohto sporu, v povodnom rakuskom konani spor vznikol pre povinnost zverejriovat
na webovych strankach NADA Austria a OADR informacie o $portovcoch, ktori porusili
antidopingové pravidla. A aj ked nazor generalneho advokata nie je pre sud zavazny, vyrazne
ovplyvnuje ocakavané rozhodnutie sudu vzhladom na interpretaciu GDPR v kontexte zverejfiovania
citlivych Udajov pri verejnych rezimoch.

Pri SGdnom dvore EU ostaneme aj v pripade Dun & Bradstreet Austria (C-203/22, 27. 2. 2025)
tykajucom sa prava na vysvetlenie pri automatizovanom rozhodovani.

Spor vznikol z reklamacie zakaznika, ktorému mobilny operator odmietol uzavriet zmluvu na
zaklade kreditného skore vypocitaného spolocnostou Dun & Bradstreet Austria. Rakusky sud zistil,
Ze spolo¢nost odmietla spristupnit logiku vypo¢tu a odvolavala sa na obchodné tajomstva. SDEU
rozhodol, Ze podla ¢l. 15 ods. 1 pism. h) Nariadenia Eurdpskeho parlamentu a rady (EU) 2016/ 679 o
ochrane fyzickych oséb pri spracUvani osobnych Udajov a o volnom pohybe takychto Udajov,
ktorym sa rusi smernica 95/46/ES (vSeobecné nariadenie o ochrane Udajov) (dalej len ako ,GDPR")
musi prevadzkovatel opisat postup a zasady uplatfiované pri automatizovanom rozhodovani tak,
aby jednotlivci mohli pochopit, ktoré osobné uUdaje boli pouzité a ako ovplyvnili rozhodnutie.
Tajomstvo algoritmu nie je dévodom na Uplné odmietnutie vysvetlenia, prevadzkovatel méze
zverejnit informacie vo vSeobecnej rovine alebo ich poskytnut sudu, ktory posudi rovnovahu medzi
pravom na vysvetlenie a ochranou obchodného tajomstva.



Dalsi spor sa tykal pseudonymizovanych Udajov a pojmu osobnych Udajov. I$lo o pripad EDPS proti
Single Resolution Board (C-413/23 P, 4.9.2025).

V rdmci rieenia krizy Banco Popular Espafiol umoznil SRB (Single Resolution Board - organ EU
zodpovedny za rieSenie kriz bank v eurépskom bankovom spektre) dotknutym akcionarom a
veritefom predkladat pripomienky. Tieto pripomienky SRB spracoval a cast z nich — v
pseudonymizovanej forme poskytol externému konzultantovi (spolo¢nosti Deloitte), ktory mal
slUzit na posudenie financnych dopadov. Niektoré osoby napadli tento prenos udajov tym, ze SRB
ich dostatocne neinformoval, ze ich Udaje mo6zu byt odovzdané tretej strane. Eurdpsky dozorny
Uradnik pre ochranu Udajov (EDPS) tvrdil, Ze ide o osobné Udaje a ulozil regula¢nému organu
sankciu za porusenie GDPR. Narodny sud rozhodnutie EDPS zrusil, ale SDEU rozhodol, Ze:

e pseudonymizované uUdaje zostdvaju osobnymi udajmi pre subjekt, ktory disponuje
prostriedkami na ich re-identifikaciu, pretoze vie Udaje opat priradit ku konkrétnym
osobam,

e pre tretie strany, ktoré nemaju realistické prostriedky na identifikaciu jednotlivcoy,
pseudonymizované data nemusia byt osobnymi Udajmi. Posudenie sa ma robit z
perspektivy prijemcu v Case prenosu, nie teoretickej moznosti ziskat dalSie Udaje.

Zaverom tejto Casti mozno poukazat na jedno vnutrostatne rozhodnutie, tykajuce sa likvidacie
dokumentov obsahujucich osobné Udaje (sp. zn. 8Co/29/2025, 4.9.2025).

Ide o rozhodnutie Krajského sudu v PreSove vo veci porusenia ochrany osobnych Udajov klientov
spolocnosti Orange Slovensko, a.s., pri likvidacii dokumentov obsahujucich citlivé Udaje, ako meno,
adresa, rodné &islo, ¢islo obtianskeho preukazu, telefénne &islo & podpis. Urad na ochranu
osobnych Udajov potvrdil, Ze spolocnost nepostupovala s primeranou starostlivostou.

Zalobca sa preto domahal nahrady nemajetkovej ujmy za neopravnené spristupnenie svojich
Udajov. Okresny sud mu priznal 3300 €, odvolaci sud sumu znizil na 110 €, no potvrdil zasah do jeho
prav. V konecnom rozhodnuti Krajsky sud zdéraznil, Ze aj mensi zasah predstavuje porusenie
zakladného prava na ochranu osobnych Udajov podla GDPR a priznal zalobcovi pIny ndhradu trov
konania. Sud odmietol aplikovat moderaciu trov v prospech porusSovatela, kedze by to bolo v
rozpore so zasadou spravodlivosti a oslabilo by ochranu sukromia a osobnych Udajov obc¢anov.

KURZY A EVENTY

Dna 8. oktobra 2025 sa v Bukuresti bude konat konferencia CRA - Making the EU Market
Resilient.

Organizuje ju ENISA v partnerstve s Rumunskym narodnym riaditelstvom pre kyberneticku
bezpecnost (DNSC) a Eurdpskym centrom a sietou kompetencii pre kyberneticky bezpecnost
(ECCCQ). Podujatie sa zameriava na Cyber Resilience Act, ktory nadobudol Ucinnost 10. decembra
2024. CRA zavadza poziadavky na kyberneticky bezpecnost pre produkty s digitalnymi prvkami ako
podmienku pristupu na trh EU a vyZzaduje, aby ich vyrobcovia uplatriovali po¢as celého Zivotného
cyklu produktu. Ide o prvé podujatie Eurdpskej Unie, ktoré spaja relevantnych aktérov z celého
spektra odolnosti produktov s digitalnymi prvkami dostupnych na jednotnom trhu EU. Jeho cielom
je ochrana ob¢anov a podnikov EU, vratane malych a strednych podnikov (MSP), a podpora
bezpe¢ného digitalneho jednotného trhu EU.



e viacinformacii TU

Dna 30. oktobra 2025 sa v Bruseli bude konat konferencia EdTech 2025.

Nadvazujuc na zavery svojho prvého rocnika z roku 2024, konferencia EIT EdTech 2025 spaja
klucovych aktérov z oblasti vzdelavania a inovacii — vratane lidrov v odvetvi, startupov, zastupcov
verejného sektora, univerzit a skol. Jej zamerom je hladat synergie, zdielat osvedcené postupy a
diskutovat o politikach, ktoré su klucové pre podporu inovacii s redlnym dopadom v digitalnom
vzdelavani.

e viacinformacii TU

Dna 3 az 4. novembra 2025 sa v Kodani bude konat Al in Science Summit, ktory spoji vedcov, lidrov
z priemyslu, investorov a tvorcov politik s cielom preskumat, ako umela inteligencia transformuje
vyskum a ako moze byt Eurdpa vtomto smere zodpovednym lidrom. Podujatie sa zacne pohladom
na transformacnu silu Al vo vede a na osobity pristup Eurdpy k inovaciam.

e viac informacii TU

LITERATURA

Do pozornosti ddvame najnovsiu spravu agentury ENISA o prostredi hrozieb — Threat Landscape
2025 (z oktobra 2025), ktora analyzuje 4 875 kybernetickych incidentov v celej EU. Sprava
potvrdzuje, Ze kyberneticky priestor EU ¢eli bezprecedentnému tlaku, pricom poclet a
sofistikovanost Utokov rastie. Analyzovana vzorka 4 875 incidentov (od jula 2024 do juna 2025)
odhalila nasledujuce hlavné trendy: ransomvér, DDoS utoky a socialne inzinierstvo.

e viacTU

Organizacia Future of Privacy Forum monitorovala 210 legislativnych navrhov v 42 Statoch. Sprava
o stave legislativnych pristupov jednotlivych statov k Al v roku 2025 identifikovala klucové trendy v
oblasti vyvoja a nasadzovania umelej inteligencie v stkromnom sektore.

e viacTU

Eurdpska komisia vydala novyu Studiu snazvom ,The Impact of Human-Al Interaction on
Discrimination", ktorej autori spochybriuju bezny predpoklad v oblasti riadenia Al, ze samotny
l[udsky dohlad dokaze zabranit algoritmickej diskriminacii.

S vyuzitim kombinovanej vyskumnej metodiky a Udajov od vyse 1 400 personalistov a bankovych
odbornikov v Taliansku a Nemecku vyskumnici zistili, ze ludia vykonavajuci dohlad sa rovnako
pravdepodobne riadia zaujatymi odporucaniami od beznej Al, ako aj od tej, ktora bola
naprogramovana na dodrziavanie férovosti. Dokonca aj v pripadoch, ked',férova" Al znizila mieru
rodovych predsudkov, konecné vysledky boli stale ovplyvnené vlastnymi, uz existujucimi
predsudkami ludi, ktori rozhodovali. Rozhovory odhalili, ze Ucastnici ¢asto uprednostriiovali zaujmy
spolocnosti pred férovostou.

Zaver? Samotny ludsky dohlad nestaci. Regulatori a tvorcovia politik budU musiet navrhnit ramce
systémového dohladu, ktoré budu obsahovat jasné pravidla urcujuce, kedy a akym sposobom by
mali [udia zasahovat do rozhodnuti Al alebo ich menit.


https://certification.enisa.europa.eu/events/cra-making-eu-market-resilient-2025-10-08_en
https://eitedtechconference.eu/#About
https://ais25.eu/
https://www.enisa.europa.eu/publications/enisa-threat-landscape-2025
https://fpf.org/blog/the-state-of-state-ai-legislative-approaches-to-ai-in-2025/

e viacTU

Eurdpska komisia tiez zverejnila prvi spravu Odbornej skupiny pre podmorskeé kable (Cables Expert
Group), ktora zahfia mapovanie existujucich a planovanych podmorskych datovych kablov,
koordinované posudenie rizik so siedmimi klu¢ovymi scenadrmi hrozieb a usmernenia na zatazové
testovanie tychto rizik.

Sprava, vypracovana v spolupraci s ¢lenskymi Statmi a agenturou ENISA, taktiez ponUka podrobny
prehlad politik a trhu v oblasti infrastruktUr podmorskych kablov EU.

Spolu so spravou Komisia oznamila nové financovanie v ramci programu Digitalna Europa na
zriadenie regionalnych kablovych uzlov a dalsie testovanie odolnosti podmorskych kablovych sieti,
¢im sa posilfiuje strategicka digitalna chrbtica Eurodpy.

e viacTU

Za pozornost stoji aj najnovsi prispevok do sympodzia Competition Corner na portali EU Law Live
komplexnu analyzu meniaceho sa prostredia presadzovania pravidiel podla Aktu o digitalnych
trhoch (DMA) a Aktu o digitalnych sluzbach (DSA). Autori Peter Hense a Rosalia Anna D’Agostino
zdoraznuju, ze hoci Digital Services Act (DSA) a Digital Markets Act (DMA) patria k hlavnym
eurdpskym nariadeniam digitalneho balika, ich Uloha v sUkromnom presadzovani prav sa musi
chapat odlisne. Oba akty sice posilfuju opatrenia v digitalnom priestore, no kazdy z nich cieluje na
iné vysledky, ked ide o Ucast sukromnych aktérov pri presadzovani pravidiel proti velkym online
platformam.
e viacTU

Eurdpska komisia predstavila taktiez ramec na klasifikaciu upravenych modelov umelejinteligencie
na vseobecné Ucely (GPAI) ako ,novych modelov" na zdklade zmien v ich spravani.
Upraveny model GPAI by sa mal v zmysle aktu o umelej inteligencii povazovat za Uplne novy
systém. Sprava stanovuje dva spdsoby, ako hodnotit zmenu spravania: primarne priamym
porovnanim schopnosti alebo vystupov, alebo prostrednictvom zastupnych ukazovatelov (proxy
metrik), ako su vypoctovy vykon a vyuzitie dat.

e viacTU

Microsoft zverejnil svoj Digital Defense Report 2025. Vydanie vyrocnej spravy spoloc¢nosti
Microsoft o digitalnej obrane na rok 2025 prindsa zasadny prehlad o aktualnej situacii v oblasti
kybernetickych hrozieb a o vyvijajucich sa stratégiach obrany. Report analyzuje Udaje a
bezpecnostné signaly z jula 2024 az juna 2025 a vychadza z miliard spracovanych bezpecénostnych
dat.

Sprava ukazuje, ze kybernetické hrozby su stale komplexnejsie a rozsiahlejsie, pricom sa ¢oraz viac
zameriavaju na financny zisk a exfiltraciu citlivych dat, a vyzaduje nové pristupy k obrane, najma v
kontexte umelej inteligencie (Al) a identit. Viac ako polovica kyberutokov s identifikovanym
motivom bola zamerana na vydieranie a ransomware, pricom 8o % incidentov vysetrenych timami
Microsoftu zahrnalo kradez alebo Unik dat.

e viacTU


https://publications.jrc.ec.europa.eu/repository/handle/JRC139127
https://digital-strategy.ec.europa.eu/en/library/report-security-and-resilience-eu-submarine-cable-infrastructures
https://eulawlive.com/competition-corner/smallest-differences-how-the-dsa-and-the-dma-should-aim-at-different-outcomes-in-private-enforcement-by-peter-hense-and-rosalia-anna-dagostino/
https://op.europa.eu/en/publication-detail/-/publication/9b263870-a582-11f0-a7c5-01aa75ed71a1/language-en
https://cdn-dynmedia-1.microsoft.com/is/content/microsoftcorp/microsoft/bade/documents/products-and-services/en-us/security/Microsoft-Digital-Defense-Report-2025.pdf

Dalsireport s nazvom ,, Digital Monitoring, Algorithmic Management and the Platformisation of
Work in Europe" vydany pod zastitou Eurdpskej komisie sa zameriava na to, ako digitalne
technoldgie a umela inteligencia menia podobu prace v Eurdpe.

Na zaklade prieskumu AIM-WORK z rokov 2024 — 2025 vysledky ukazuju, ze viac ako go %
pracovnikov v EU v sU¢asnosti pouziva digitalne zariadenia a ¢o je podstatné, kaZdy treti uZ vyuZiva
nastroje Al.

e viacTU


https://publications.jrc.ec.europa.eu/repository/handle/JRC143072

